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example: fundamental problem of practical statistics

I Pearson (1920): An “event” has occurred p times out of p + q = n
trials, where we have no a priori knowledge of the frequency of the event in
the total population of occurrences. What is the probability of its occurring
r times in a further r + s = m trials?

I maximum likelihood estimate:(
m

r

)(p
n

)r (q
n

)s

≈ 0.037

when p = 15, q = 35, n = 50, r = 6, s = 4, m = 10

I uncertainty of estimate:

I Wald confidence interval

I objective Bayes

I bootstrap

I profile likelihood
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profile likelihood

I probabilistic model: {Pθ : θ ∈ Θ}

I likelihood function: lik : Θ → R≥0 with lik(θ) ∝ Pθ(data)

I quantity of interest: g(θ) with g : Θ → R

I in the example: θ ∈ Θ = [0, 1] probability of the event,

lik(θ) ∝ θ15 (1− θ)35, and g(θ) =

(
10

6

)
θ6 (1− θ)4

I likelihood-based confidence region for the quantity of interest:

{g(θ) : θ ∈ Θ, lik(θ) > β} = {x ∈ R : likg (x) > β}

I profile likelihood function: likg : R → R≥0 with

likg (x) = sup
θ∈Θ : g(θ)=x

lik(θ)
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basic idea

I let f : g(Θ) → R>0 be a strictly increasing function, and define
g ′ = f ◦ g : Θ → R>0

I in the example: f (x) = x , so that g ′ = g

I for some α ∈ R, if θα maximizes the modified likelihood function
lik ′ : Θ → R≥0 with

lik ′(θ) = lik(θ) g ′(θ)α

I in the example: lik ′(θ) ∝ θ15+6α (1− θ)35+4α is maximized by
θα = 15+6α

50+10α when α ∈ [−2.5,+∞[

I then the point (g(θα), lik(θα)) lies on the graph of likg , since

lik(θα) = g ′(θα)
−α max

θ∈Θ
lik(θ) g ′(θ)α = max

θ∈Θ : g(θ)=g(θα)
lik(θ) = likg (g(θα))
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parametric representation

I in particular (if well-defined), θ0 = θ̂ML, and α 7→ g(θα) is strictly
increasing

I under regularity conditions, for some interval I ⊆ R,

{(g(θα), lik(θα)) : α ∈ I}

is a parametric representation of the graph of likg

I in the example:

g(θα) =
(
10
6

) (
15+6α
50+10α

)6 (
35+4α
50+10α

)4

,

lik(θα) ∝
(

15+6α
50+10α

)15 (
35+4α
50+10α

)35

,

and I = [−2.5,+∞]

(
g(θ0), lik(θ0)

)

(
g(θ-1), lik(θ-1)

)
(
g(θ3), lik(θ3)

)
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probabilistic graphical models: simplest case

I in a Bayesian network with categorical variables and known graph, if the
dataset is (almost) complete, then the likelihood function factorizes:

lik(θ) ∝
m∏
i=1

ki∏
j=1

θ
ni,j
i,j , where

ki∑
j=1

θi,j = 1 for all i

I if (the f -transform of) the quantity of interest factorizes as well:

g ′(θ) ∝
m∏
i=1

ki∏
j=1

θ
qi,j
i,j with qi,j ∈ R

I in the example: m = 1, k1 = 2, θ1,1 = θ, θ1,2 = 1− θ, n1,1 = 15,
n1,2 = 35, q1,1 = 6, q1,2 = 4
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probabilistic graphical models: simplest case

I then the modified likelihood function

lik ′(θ) = lik(θ) g ′(θ)α ∝
m∏
i=1

ki∏
j=1

θ
ni,j+α qi,j
i,j

can be seen as a likelihood function with modified data, and is
maximized by the corresponding “relative frequencies”

(θα)i,j =
ni,j + α qi,j∑ki

j′=1(ni,j′ + α qi,j′)

I parametric representation of the graph of likg :

{(g(θα), lik(θα)) : α ∈ I} ,

where I = {α ∈ R : ni,j + α qi,j ≥ 0 for all i , j}
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classification

I example of application: Bayesian network classifier in which a class is
returned only when the probabilities can be estimated with sufficient
certainty

I quantity of interest:

P (C = c |F = f , (C1,F1) = (c1, f1), . . . , (Cn,Fn) = (cn, fn))

I experimental results show that the
classifier is effective in discriminating
“easy” and “hard” instances
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